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Project 1: Machine Learning-based Energy Prediction for Workload Management in
Datacenters (2 students)

Various strategies have been proposed to reduce the computing cost (electrical energy
consumption of servers) of computer servers in data centers, while the cooling cost (energy
consumption of cooling systems) has not been fully investigated. Predicting the cooling cost is a
challenge because it is affected by not only the utilization of computer servers, but also by the
temperature distribution of cluster systems [1]. For a homogenous rack mount cluster system,
cooling costs would be reduced by dispatching tasks to nodes near the bottom of the rack
because it results in lighter air recirculation and thus lower cooling costs [2]. With the ability to
predict the temperatures of cluster nodes, the cooling cost of the cluster could be estimated. A
recent study applied a gradient boosting machine learning model to predict the server
temperature [3]; however, it considered only the impact of the CPU and inlet temperatures.

Goal and Objectives: This project will use machine learning techniques to develop a set of
energy consumption models that simulate the energy cost of components in a cluster system. In
this program, students will apply data science knowledge to investigate the thermal impact of
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major components on the outlet temperature of a server and build machine learning models to
estimate the temperature and energy consumption of cluster servers.

Prior work in the area: This project is part of an ongoing project to develope energy-efficient
workload management for cluster systems in datacenters. I have mentored several
undergraduate and graduate students working on this project in the past 2 years, which all
involve in-depth study and literature review on corresponding topics. 3 papers co-authored with
undergraduate students have been published from this project[4-6].

Expectation and Outcomes:
Students will develop a literature review to gain knowledge and experience of DS and PDC
systems. They will conduct experiments to characterize energy consumption patterns of major
components in the test bed cluster through data collection and analysis.
(1) Students will use machine learning techniques to develop a set of energy consumption
models that simulate the energy cost of components in a cluster system and validate the models
on real applications.
(2) Students will develop a literature review to gain knowledge and experience of DS and PDC
systems.
(3) Students will conduct experiments to characterize energy consumption patterns of major
components in the testbed cluster through data collection and analysis.

Student learning:
In this project, students will gain immerse research experience on problem-solving through
analyzing existing research on thermal and energy prediction of computer servers, designing
and conducting experiments, and applying DS in data collection, data processing, and data
analysis to evaluate different machine learning algorithms. Energy-efficient workload
management and data placement strategies will be introduced to students. They will learn
machine learning skills and apply them on energy modeling on cluster systems, and work with
group members through collaborative discussions with participants possessing diverse technical
backgrounds and research preparation.
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Project 2: 3D Vehicle Detection and Classification for Roadside for Traffic Flow Monitoring (3
students)
Traffic has been a long problem in Southern California, and the situation in Los Angeles is even worse.
According to a report from INRIX, the Los Angeles urban area was the sixth most congested area in the
United States in 2021 [1]. Intelligent Transport System (ITS) improves traffic efficiency because it enables
users to know information about real-time traffic flow and also provides support for transportation
departments to make planning for traffic management. Object detection technologies provide fundamental
support for ITS systems in traffic monitoring to assistant the understanding of traffic conditions (such as
speed, density, and prediction) [2]. Machine Learning technology has been increasingly used for vehicle
detection, and adverse weather conditions prove to be challenging for 2D vehicle detection. Using a 3D
LiDAR camera, vehicles in traffic are captured in the form of point clouds, which are more resistant to
adverse weather conditions. 3D LiDAR vehicle detection has been widely used in autonomous driving,
but there is a lack of research on roadside vehicle detection using 3D LiDAR point clouds. With a trained
3D vehicle detection and classification model, information such as the number of vehicles, vehicle types,
traffic flow speed, or density of vehicles in each lane can be calculated and visualized to provide insights
on traffic flow.
Goals: In this research, we will investigate roadside vehicle detection and classification for 3D LiDAR
point cloud data collected from traffic flow in Southern California. The 3D machine learning model is a key
component in the real time traffic monitoring system, and it will provide fundamental support for the real-
time traffic detection. Existing LiDAR point cloud datasets will be labeled, and processed for vehicle
detection and classification. Existing machine learning models that could be used for 3D vehicle
detection will be investigated, and the models will be trained and tested on the labeled datasets.
Detection results generated from the trained machine learning model will be processed, and analysis will
be conducted for the collected traffic flow datasets. Students will participate in research activities such as
reading research papers, install and software systems for data labeling, write script programs to automate
the data labeling work, process the data for machine learning models, and test the performance of
selected machine learning algorithms.
Prior work in the area: This project is part of an ongoing project to build a real-time traffic monitoring
system since February 2021. I have mentored 3 groups of senior design project students working on this
project, which all involve in-depth study and literature review on corresponding topics. The senior design
group in 2021-2022 won the first place of oral presentations and the senior design group in 2022-2023
won the first place of project display in the CSUN CECS Senior Design Project Showcase. I supervised
undergraduate students to revise and submit their project final papers, and two papers from the project
had published in IEEE GESSC 2022 and IEEE GESSC 2023 [5-6].
Expected outcomes of this research include: (1) a literature review of existing 3D vehicle detection and
classification machine learning models; (2) Applying the automatic approach of vehicle labeling for 3D
LiDAR point cloud datasets; (3) train and test 3D vehicle detection and classification models and analysis
of the results; and (4) a poster which concludes the work in the summer research.
Student learning: Training sessions will be provided for the student to conduct literature review, such as:
how to read a paper and find related resources for technologies used in the paper, how to analyze the
performance of a machine learning model, and design programs to process the 3D Lidar point cloud
datasets and for data visualization. We will discuss several research papers and the student will be
required to read selected research papers in detail to learn the layout of a research paper and technical
writing. Based on the survey paper, we will investigate applying one selected 3D machine learning model
to detect and classify the vehicles for the labeled 3D datasets.
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